MINIMAX ALGORITHM BASED ON "MAIN INI YUK" GAME
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ABSTRACT

In the game there are rules for each game. The rules are made as a challenge to achieve victory. To achieve victory requires analysis of the right algorithm in making decisions. Minimax is one of the best decision-making algorithms to be applied in a game. The time complexity of the minimax algorithm is $O(b^m)$ which $b$ is the branching and $m$ is the depth.
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1. INTRODUCTION

In this game there is some rule that apply for both player and computer have to follow, player must find the best case to win the game but choosing the best path is not easy as it looks like, as for the computer minimax algorithm is applied to find the best route for itself also preparing the worst route for the player.

The game itself is based on Indonesian classic kids game where each player have to prepare 3 finger (thumb, point, pinky), after that each player have to choose which finger to put down one by one and using turn base method for the gameplay, the winning condition is where certain finger met their weaker opponent:

- Pinky finger $>$ Thumb finger
- Pointy finger $>$ Pinky finger
- Thumb finger $>$ Point finger.

For an easier picture it's like a rock paper scissors game but with more steps applied on it so the player and computer have their own strategy to win it.
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2. **THEORITICAL BASIS**

2.1. **Analysis Of Algorithm**

In computer science, algorithm analysis is the process of determining the computational complexity of an algorithm, that is, the time, memory, or other resources required to run the algorithm. Usually, a function is determined that associates the length of the algorithm's input with the number of steps to perform (time complexity) or the number of storage locations used (spatial complexity). The algorithm is said to be efficient if the value of this function is small or grows slowly relative to the size of the input. The best, worst, and average case descriptions can all be of practical concern, as different inputs of the same length can cause the algorithm to behave differently. Unless otherwise stated, the function that describes the performance of an algorithm is usually the upper bound determined from the worst-case input to the algorithm.

In the theoretical analysis of algorithms, it is common to estimate the complexity of an algorithm in an asymptotic sense. That is, estimating a complexity function for arbitrarily large input data. It uses Big O, Big Omega, and Big Theta notations. For example, a binary search is considered to be performed in steps proportional to the logarithm of the length of the sorted list over which the search is performed, or colloquially "logarithmic time", proportional to \( O(\log(n)) \). Different implementations of the same algorithm may have different efficiencies, so asymptotic estimation is commonly used. However, the effectiveness of both "reasonable" implementations of this algorithm has to do with a constant multiplication factor called the hidden constant.

2.2. **Minimax Algorithm**

Minimax algorithm is an algorithm that is applied to Artificial Intelligence-based games, such as chess or others. The Minimax algorithm will always check all the possibilities until the end of the game, then the check will produce a game tree that contains all of these possibilities [1]. In Minimax-based games such as chess, of course, very large resources are needed to process the search for the game tree, because the combinations of possibilities for playing chess in each move are numerous. The Minimax algorithm works recursively and is able to analyze all possibilities in the game that is used to produce the best decisions, so that it can make the opponent lose (Minimum). All opponent strategies will be calculated with the same algorithm over and over again. In the first step the computer will analyze the entire game tree, then for each step, the computer will select the move that will make the opponent lose (Minimum) and make the computer itself gain (Maximum). In order to determine the best decision, it takes a value that represents the loss or gain that will be obtained if this step is chosen. Therefore, the Minimax algorithm uses a Heuristic function to evaluate the value as a value that represents the result of the game that will occur if this step is selected, for example, in the game Tic Tac Toe, the value 1.0, -1 is used to represent the final result of the game in the form of win, draw and lose. From these Heuristic values, the computer will determine which node of the game tree is the most suitable for the computer to use to determine the steps in the game so as to achieve a victory.

3. **RESEARCH METHOD**

Parts of Research Methods may include analysis, architecture, methods used to solve problems, or implementation. To start doing research, we first analyze the game system that will be made. The game will be played by two players, each of whom will take turns
to choose which finger to remove until only one finger remains on their hand. To determine who wins there are conditions rules that must be followed. The rules can be seen from the rules table that will be discussed in the next chapter.

From this analysis, we determine how the program will run according to the flow of the game. First, the player should input the selection according to the finger on the enemy (we use an array as the finger element on player and enemy). Then the program will delete the array on the enemy according to the input that has been entered. Next, the enemy will choose the finger of the player to be removed. In this section, the minimax algorithm is used to determine the best choice that the enemy must choose to reach victory.

The minimax algorithm itself will take the highest winning weight. We use the weights from the previously analyzed rules by giving a value 10 for the condition when the enemy wins, -10 for the condition when the enemy loses, and 0 for the condition of the draw. Minimax will check the condition that will occur (recursively) every time the player or enemy makes a decision until each condition has one finger remaining and then reads the rules in the game. After that it returns the value of the previous rule by concatenating them. When it’s the player’s turn, the smallest value will be taken, while when it’s the enemy’s turn the largest value will be taken.

After everything has been analyzed and got a clear idea, we build a program using the Python programming language to create a game based on command line interface and also apply the minimax algorithm to make enemy decisions when it is their turn.

4. RESULT AND ANALYSIS
In this section, we will discuss the results that have been carried out.

4.1 Result

4.1.1 Table And Picture
Show placement tables in text and have exact labels from source, column headers, and other notations. Once the text has been received for publication, complex tables and figures (diagrams, tables, graphs, etc.) should be prepared in order to be ready for production.
For the flow of the game process that will be carried out, we also have created a flowchart that is in accordance with the original game. The following is an overview of the flow of the game in the program created:

<table>
<thead>
<tr>
<th>Player Finger</th>
<th>Comp Finger</th>
<th>Condition</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Player Finger" /></td>
<td><img src="image2" alt="Comp Finger" /></td>
<td>Player-WIN</td>
<td>-10</td>
</tr>
<tr>
<td><img src="image3" alt="Player Finger" /></td>
<td><img src="image4" alt="Comp Finger" /></td>
<td>Player-WIN</td>
<td>-10</td>
</tr>
<tr>
<td><img src="image5" alt="Player Finger" /></td>
<td><img src="image6" alt="Comp Finger" /></td>
<td>Player-WIN</td>
<td>-10</td>
</tr>
<tr>
<td><img src="image7" alt="Player Finger" /></td>
<td><img src="image8" alt="Comp Finger" /></td>
<td>Draw</td>
<td>0</td>
</tr>
<tr>
<td><img src="image9" alt="Player Finger" /></td>
<td><img src="image10" alt="Comp Finger" /></td>
<td>Draw</td>
<td>0</td>
</tr>
<tr>
<td><img src="image11" alt="Player Finger" /></td>
<td><img src="image12" alt="Comp Finger" /></td>
<td>Draw</td>
<td>0</td>
</tr>
<tr>
<td><img src="image13" alt="Player Finger" /></td>
<td><img src="image14" alt="Comp Finger" /></td>
<td>Comp:Win</td>
<td>10</td>
</tr>
<tr>
<td><img src="image15" alt="Player Finger" /></td>
<td><img src="image16" alt="Comp Finger" /></td>
<td>Comp:Win</td>
<td>10</td>
</tr>
<tr>
<td><img src="image17" alt="Player Finger" /></td>
<td><img src="image18" alt="Comp Finger" /></td>
<td>Comp:Win</td>
<td>10</td>
</tr>
</tbody>
</table>
Algorithm Analysis

When the minimax algorithm performs a search, each step removes the finger array one by one, until there is one remaining enemy array and one player array remaining. After reading the rules to return the score value, the algorithm returns the deleted array. When viewed from how the algorithm runs, minimax looks for branching to the most basic condition and then explores other basic conditions. The algorithm is almost the same as the DPS algorithm which searches for the lowest root first.

In theory, what I’ve read about DFS language has a time complexity of $b$ to the power of $m$ in Big-O notation, which is $O(b^m)$, where $b$ is the branch and $m$ is the depth of the tree data structure. and there is also space complexity with the same variables, namely $b$ and $m$ with Big-O notation, namely $O(bm)$.

Analysis

Implementation of the minimax algorithm in the case of traditional games is quite powerful in computer decision making in choosing the best way to win. But for implementation to a case that has a lot of possible conditions, this algorithm is not good. In the program that we made there is a limit where only the player gets the first turn while the enemy just doesn’t get the first turn. This is considered because we can still implement the minimax algorithm when the enemy’s condition gets the first turn.
5. CLOSING STATEMENT

5.1. Conclusion
1) The application of the minimax algorithm in games made for computer decision making gives good results because the computer never loses.
2) The Minimax algorithm is very good to use when it’s the turn to take decisions alternately from each player.
3) The time complexity of the minimax algorithm is the same as the time complexity of the DFS algorithm, it’s O(b^m) which b is the branch, and m is the depth..

5.2. Suggestions
Suggestions for further research, if you want to use the minimax algorithm, you can add optimization algorithms such as alpha-beta pruning or dynamic programming in order to provide optimal results and reduce the time complexity required by the minimax algorithm itself.
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